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Abstract

Timely detection and effective treatment of cyber-attacks for protecting personal and sensitive data from unauthorized dis-
closure constitute a core demand of citizens and a legal obligation of organizations that collect and process personal data.
SME:s and organizations understand their obligation to comply with GDPR and protect the personal data they have in their
possession. They invest in advanced and intelligent solutions to increase their cybersecurity posture. This article introduces a
ground-breaking Network Traffic Analyzer, a crucial component of the Cyber-pi project’s cyber threat intelligent information
sharing architecture (CTI2SA). The suggested system, built on the Lambda (}) architecture, enhances active cybersecurity
approaches for traffic analysis by combining batch and stream processing to handle massive amounts of data. The Network
Traffic Analyzer’s core module has an automatic model selection mechanism that selects the ML model with the highest
performance among its rivals. The goal is to keep the architecture’s overall threat identification capabilities functioning
effectively.

Keywords Cyber threat intelligent - Cyber threat information - Information sharing - Industrial environment - Cybersecurity

1 Introduction

The fast development of new technology in recent decades
has profoundly impacted human communities and the present
economy [1]. The new Cyberspace [2, 3] is formed by
a highly digital and linked environment that offers new
opportunities and possibilities for businesses to develop
extroversion-related activities and behaviors [4, 5]. Yet, there
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are several issues with this new cyber-ecosystem, includ-
ing cyber-criminality and sophisticated persistent threats,
and cyberattacks, creating an uncertain and unstable envi-
ronment that undermines expected progress and prosperity
[6-8]. Introducing a new generation of cyber dangers empha-
sizes the importance of modernizing how these difficulties
are tackled [9—11]. Modern and advanced-persistence cyber
threats circumvent traditional defense strategies used by
enterprises that rely on the passive use of key security appli-
ances, such as firewalls, to secure their information and
anti-malware solutions [12—15]. Because of the intricacy of
new threats, most successful attacks are detected only during
the following forensics processes [16, 17].

Due to a lack of knowledge, non-automation, increased
workload, software dependencies, the use of outdated sys-
tems, and the delayed release of critical patches, many system
administrators are unable to fix all of a system’s vulnerabili-
ties quickly. The system’s vulnerabilities must be completely
under control if a defense is to be effective, as a successful
attack could exploit just one weakness. On the other hand,
network security relies heavily on the automated, intelli-
gent gathering and correlation of suspicious actions. When
combined with a broader holistic framework that considers
the most recent cyber threats, this task can assist in taking
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appropriate measures to increase the organization’s security
posture [18, 19]. Even if sharing cyber threat intelligence is
difficult, the benefits will be realized [20].

Using Indicators of Compromise (IOCs) to help security
decision-making is a watershed moment in this process [21].
Patches, best practices in control measures, access control
rules, deleting extra services, and adjusting firewall settings
are all examples of IOCs, as are malware signature IDs, mali-
cious IP addresses, malicious checksum (MD5) malware, and
malicious URLs or domain names of Botnets [22-24]. In
other words, this is a massive store of knowledge with tried-
and-true protection tactics that is constantly updated.

Cybersecurity industrial tools could exploit currently
known IOCs. Common industrial IOCs, for example, are
developed by significantly using the Privileged Access Ana-
lytics (PAA) endemic to common industrial management
platforms [25-27]. PAA identifies post-exploitation behav-
iors using stolen and abused credentials by seeing and
learning how privileges are utilized throughout the company,
then notifying when these are misused. Organizations are
frequently at the mercy of public IOCs warning them after
something has gone wrong. Industries that rely only on identi-
fying known IOCs do not have coverage for both in-network
and critical services. Strong security measures must com-
bine the advantages of IOCs with Artificial Intelligence (AI)
and Machine Learning (ML) methods to identify and stop an
attacker. These state-of-the-art tools give network defenders
control over their surroundings, enabling them to evade even
the most skilled attackers and prevent damage before it is
done [28-31].

Understanding data structures, modeling, analysis tech-
niques, setting up data pipelines, and statistics are all part of
ML practice. Data preprocessing, feature engineering, fea-
ture extraction, and feature selection may all be components
of a typical ML application. Practitioners must choose an
algorithm and tune hyperparameters to maximize model pre-
diction. For example, the correct hyperparameter tuning for
new workloads requires hyperparameter optimization and
architecture alignment of the algorithm design. These steps
may be challenging, hindering the spread of ML applications,
especially in industrial cybersecurity.

This study presents a novel architecture for employing
environment-appropriate IOCs based on interoperable and
intelligent current ML techniques in light of the gap in
applying available information based on IOCs. The proposed
Network Traffic Analyzer is a sophisticated and adaptable
system for monitoring and identifying security events that
are damaging to an organization and is a crucial part of the
CTI2SA of the Cyber-pi project. It employs advanced anal-
ysis technologies, automated management, and corrective
action execution as part of a defense-in-depth and holis-
tic cybersecurity industrial architecture, enabling real-time
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interaction that significantly improves the functional secu-
rity features of organizations’ environments.

Specifically, this paper describes the architectural and
operational frameworks of the CTI2SA of the Cyber-pi
project and presents one of its most critical and innova-
tive subsystems, the network traffic analyzer. The proposed
system improves active cybersecurity methods related to traf-
fic analysis using A architecture which can manage massive
volumes of data by combining batch and stream process-
ing techniques. The network traffic analyzer based on the
autoML model selection method is proposed for the first time
in the literature. It is a model selection system that determines
which ML algorithm to utilize, considering numerous com-
peting ML implementations. The system aims to simplify the
adoption of the most accurate and updated ML model, capa-
ble of responding to pre-planned vulnerabilities that seek to
trick the system.

Overall, the Network Traffic Analyzer is an advanced sys-
tem that can analyze network traffic data in real-time and
provide valuable insights into network security threats. By
leveraging the Lambda architecture, the system can pro-
cess and analyze large amounts of network data. The auto
model selection system further enhances the system’s capa-
bilities by choosing the best-performing ML model for threat
identification, improving the effectiveness of the overall
architecture. This allows for faster and more accurate detec-
tion of security threats, which is critical in today’s rapidly
evolving cybersecurity landscape. Overall, the proposed sys-
tem is a significant advancement in cybersecurity, providing
improved accuracy and faster response times to emerging
threats for their early detection and more efficient preven-
tion.

The remainder of this paper is organized as follows: Sect. 2
provides context for the study approach. Section 3 is devoted
to presenting the proposed architecture. The use case sce-
nario, the suggested Network Traffic Analyzer Architecture,
and its implementation are all presented in Sect. 4. Finally,
part 5 brings the research to a close.

2 Related work

The fundamental disadvantage of software for analyzing net-
work flows is that it does not provide the detailed packet-level
information necessary for complete analysis. To do high-
level application analysis, they do not have access to every
packet in the network flow. Furthermore, the study’s accuracy
is affected by a fraction of the sample rate used: The sample
rates supported are determined by the providers [32]. The
larger the sample size, the more comprehensive the investi-
gation. The type of sampling also affects the accuracy of the
data. Furthermore, all network infrastructures must provide
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the protocols required for complete network traffic analy-
sis. Similarly, when dealing with a large number of network
flows, bandwidth overhead and the demand for computer
resources for logical processes will substantially impact the
resources required [15].

The perceived reality of the risk depiction may differ
depending on their talents and expertise. Furthermore, while
evaluating massive data, operators are assisted by visual
means. Using relevant visualization tools as part of a com-
plete decision-support system is an inherent and implicit
requirement for demonstrating efficacy [33].

Using signatures to perform threat detection is a criti-
cal concern in these applications, notably the increasingly
advanced applications that depend on Deep Packet Inspection
(DPI) [34] techniques. An incomplete signature capacity may
identify well-known occurrences for this signature-based
malware detection, provided the proper packet is sampled,
and the signature exists. Unfortunately, new harmful applica-
tions emerge that are unpredictable. Only behavioral analysis
or any other progressive approach can identify these freshly
released forms from innocuous files and activities [35, 36].

Hackers are constantly seeking ways to evade detection
by IDS/IPS and law enforcement. For example, modern mal-
ware is systematically looking for ways to create secret
connections with remote C&C servers so that hackers can
propagate the damaging payload to compromised devices
(bots) using hardcoded IP address pool lists. To avoid
detection, malware and botnets communicate by generat-
ing the next rendezvous point with the botmasters via secret
dynamic DNS services. Hundreds of random IP addresses
distinguish these meeting sites. Using secret dynamic DNS
services deployed on high port numbers to evade detec-
tion by IDS/IPS, botnets communicate by planning the next
meeting point with the botmasters. Hundreds of random IP
addresses and a Time-To-Live (TTL) for each incomplete
DNS Resource Record serve to identify these meeting places.
Furthermore, it is extremely challenging to locate command
and control (C&C) servers and law enforcement because
malware frequently employs sophisticated cryptography, as
well as the Blind Proxy Redirection (BPR) technique, which
repeatedly directs requests to a different group of backend
servers to obfuscate traces and conceal underlying network-
ing details [37-39]. As a result, the complexity of botnets
grows [22, 40].

Demystifying Malware Traffic is the most efficient
approach to cyber-attack prevention and successfully exam-
ining malware communications. Furthermore, this is the
principal approach for estimating the malicious process’s
behavior, the goal of assaults, and the degree of degrada-
tion produced by these actions [41]. The reality is that the
most sophisticated malware uses the Tor network’s chaotic
character [23, 24, 42] to encrypt the traces of botnets and

alter the attack vectors [19, 43]. This powerful encryption-
based peer-to-peer network is built on several layers, complex
virtual circuits, and dynamic overlays [41, 42, 44], ensures
that compromised devices and hidden services on a bot-
net remain anonymous. Moreover, the fact that Tor-based
malware runs at the Transport layer of the OSI model compli-
cates the investigation of this type of malware since network
flow reveals clients of the Secure Socket Interface (SOCKS),
which operates at the session layer [45, 46]. Consequently,
the traffic generated by Tor on port 443 is similar to genuine
HTTPS traffic. The study of Secure Sockets Layer (SSL) pro-
tocol changes using statistical analysis [47, 48] are among
the most reliable approaches for correctly identifying Tor-
generated traffic flow. For example, in a network overloaded
with HTTPS traffic, statistical analysis of the associated
domain name, time-to-live, and other parameters may be used
to detect Tor sessions [49, 50].

On the other hand, Hsu et al. [51] suggest an anomaly
detection system that examines the delay in HTTP/HTTPS
client requests as a basis for a real-time botnet detection
approach. Also, a completely automated fast-flux identifi-
cation method based on ML and genetic algorithms with no
expert input presented in the [52]. This automated technique
aids in determining the uniqueness of rogue hosts’ behavior
from network data, even when it varies. Fast-flux detection
is rendered insensitive to changes in infected hosts by the
proposed method, making it more challenging for attackers
to conceal their hosts as long as a representative dataset is
provided. In addition, the research authors [53] used different
machine learning models to identify SSH traffic with limited
payload characteristics. Caglayan et al. [54] suggested an
accurate ensemble method for classifying SSH traffic with-
outrelying on payload attributes. Authors of [55, 56] examine
precise approaches for tracing botnets, while [57] provide a
universal framework for detecting encrypted malicious com-
munications using machine learning and [58] describe how to
create a calibrated "out-of-distribution" (OOD) score based
on the p-values of the relative Mahalanobis distance’ to find
new traffic samples. The article [59] describes an in-depth
examination of HTTP, BitTorrent, and Tor traffic, as well as
how to identify these protocols based on user behavior. Simi-
larly, various research [60, 61] suggest strategies for locating
Tor network encryption and relay nodes.

Previous research on network traffic analysis is devoted to
external references to general techniques for attacking com-
munication systems, particularly unused ports and services,
communication channel vulnerabilities, and communication
protocol vulnerabilities. Because of this, these studies do not
considerably advance our understanding of network traffic
flow system dangers and the seriousness of attacks against
them, which frequently cause major harm and monetary
losses.
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In recent years, the necessity for a joint response to secu-
rity crises has been stressed, and tremendous progress has
been made in this area, as must be emphasized [62—-64].
However, the ongoing evolution of cybercriminal tactics
and technologies renders obsolete systems that do not
integrate real-time information processes. Interoperability,
which enables the efficient gathering, enhancement, analy-
sis, and exchange of cyber-attack data, is also crucial. The
approach of Modi et al. [65] exemplifies this type of applica-
tion by proposing a layered architecture for comprehensively
analyzing heterogeneous data through the interplay of its
interleaves. Mantis suggests a unique approach incorporat-
ing data regarding cyber risks based on many standards. The
strategy takes data from open-source data streams. How-
ever, it completely depends on internal analysis platforms,
significantly limiting the generalization that should be pro-
vided in such circumstances [66]. It is a smart platform that
allows threat data to be connected via an innovative, agnostic
similarity algorithm. This methodology enables security ana-
lysts to connect shared patterns among ostensibly unrelated
assaults, which significantly increases the system’s complex-
ity and processing resource requirements. Finally, Sengupta
et al. [67] a highly complex strategy for modeling advanced
persistent threat threats in a cloud computing context was
proposed. The strategy is founded on game theory, in which
the procedures of responding to an occurrence are modeled
by minimizing the cost of security countermeasures.

Cyber-pi is an intelligent cyber threat detection and pri-
vacy protection project. The proposed CTI2SA architecture
of the Cyber-pi project aims to create a layered cybersecu-
rity architecture that can continuously upgrade vulnerabil-
ity detection capabilities within an industrial environment.
Regarding the specific Network Traffic Analyzer proposed
for intelligent network analysis, to the best of the authors’
knowledge, nothing similar has been presented in the past
and the relevant literature. Therefore, we believe that its main
advantage is its innovation, which is the result of combined
academic and applied research. In addition, the proposed
architecture provides generalization, which is one of the most
important concerns in machine learning. It prevents overfit-
ting and reduces bias and variation by employing a powerful
prediction model suited to address extremely complex issues.
This approach handles the dispersed, noisy misclassification
points that other algorithms cannot.

Among the weaknesses of the system should be credited to
the fact that it achieves a result with high accuracy but with
a system characterized by a black box, which is not self-
interpretable. This is particularly important as it is tough to
understand how the system can make decisions. Also, due to
the non-generic explainability that defines them, this system
can be the target of adversarial attacks, which are particularly
dangerous and quite tricky to detect.
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3 CTI2SA architecture of the cyber-pi project

While following the standards of Integrated Security Infor-
mation and Event Management, the suggested CTI2SA
architecture (SIEM) [68] goes one step further. It offers a
flexible security solution for contemporary computer sys-
tems and networks that combines various control strategies
and digital security technologies. It can detect an organiza-
tion’s digital risks and threats using a complex collaborative
framework, addressing the organization’s ongoing demand
for security services and crisis responses and safeguarding
the crucial information it retains [20].

Particularly in response to the changing organizational
structures of a contemporary, multifaceted firm, CTI2SA
offers a consolidated site for analysis, alert, compliance,
and reporting. It is primarily concerned with meeting each
enterprise’s fundamental information infrastructure needs. It
has several complex techniques for keeping track of data
integrity, alerting users to new dangers, locating and docu-
menting security incidents, and quickly reacting to automated
processes.

This interface provides a rapid and accurate simultane-
ous analysis of many security occurrences on the monitored
business network while limiting the likelihood of inaccu-
rate conclusions. The system concentrates first on the timely
detection of events by automated, thorough log analysis,
using a more sophisticated approach to the recommended
design. Any warnings or events are shown on the system
administrator’s visualization console.

Data about cyber threats is acquired from trustworthy
open-access sources, such as pre-built IOCs made by security
professionals, and is then filtered and correlated to support
infrastructure to update and enhance the predictability of
CTI2SA. Component mapping enables this adjustment to
the requirements of the company’s business processes and
information systems. Other CTI2S A subsystems may access
detailed information about the open node architecture, pro-
grams, and services that could be utilized as targets or sources
of malicious activity. The adaption of cyber-cognition in the
STIX 2. x standard is based on comparing cyber risks with
organizational characteristics [69, 70]. This approach pro-
vides a wider variety of self-healing instructions that examine
the degree of compliance and aligns it with current security
rules. This privacy policy production subsystem has tools
for modifying and exporting SIGMA rules and analyses this.
The case analysis mechanism’s operational capabilities auto-
matically include these criteria. The suggested architecture
also includes a system for intelligent threat assaults that are
automated.

The suggested solution uses a data-driven Network Traffic
Analyzer, which employs powerful ML techniques to con-
tinually monitor incoming and outgoing network traffic to
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Fig. 1 The proposed cyber threat intelligent information sharing architecture (CTI2SA)

provide a high degree of cyber protection on supported sys-
tems and applications. Also, the proposed analyzer offers
knowledge to optimize network service performance and net-
working resource management.

An important feature of the recommended design is the
assistance provided to the visualization and interface sub-
system throughout each stage of operation. This subsystem
tries to efficiently represent pertinent information, allowing
analysts to notice and respond to diverse events quickly.
Moreover, it is critical to stress that the CTI2SA’s design of
preventative countermeasures is restricted to recognizing par-
ticular risks to the company and setting broad priorities. This

advanced feature creates intelligent adaptation or decision-
making mechanisms that guarantee smooth operation. Basic
information about the parts and functions of CTI2SA is pre-
sented in Fig. 1.

Here is a detailed presentation of the CTI2SA architec-
ture’s subsystems and mechanisms.

3.1 Network traffic analyzer

The classification of network traffic [41] is typically done by
specialized software [48]. Although able to analyze packet
contents, some packet metrics, such as the TCP sequence and
confirmation numbers, cannot be used to detect the absence
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of a packet or to establish their primary connections [49, 50].
This is because these tools provide only high-level infor-
mation and lack alternatives that can identify events and
effectively address network problems [41, 45, 71]. Similarly,
firewalls offer various services such as Network Address
Translation (NAT), Virtual Private Network (VPN), and traf-
fic filtering that do not comply with network security policies
[42, 47]. As they incorporate Deep Packet Inspection (DPI)
functions, although they are considered a specialized, robust
solution for analyzing and restricting network traffic, DPI
services are particularly demanding on computing resources,
as they require the ability to decrypt a Secure Socket Layer
(SSL) session and subsequent retrieval of session packages
must be accompanied by antivirus and instant messaging ser-
vices. Also, there are many concerns about them as their use
poses serious risks to users’ privacy [34, 35, 42, 72].

The proposed Network Traffic Analyzer is a data-driven
[47] module designed to manage and classify network traffic
based on advanced automated learning techniques to over-
come the above issues. It is essentially an intelligent threat
detection system that acts as a gateway to the network. It is
a flexible self-adapting system that automates the detection
of dangerous traffic, generates warnings for further inspec-
tions, and applies the required security rules to lessen the
attack surface of the organizations.

3.2 Incident analysis and identification of security
attacks

In CTI2SA, the following systems perform incident analysis
and intelligent identification of security incidents such as
attacks.

3.2.1 OSSECHIDS

The OSSEC Host-based Intrusion Detection System uses
threat detection methods based on signatures and statistical
abnormalities to assess the integrity of supervised informa-
tion infrastructure files at the application and system levels
[73]. It has a set of guidelines for keeping an eye on and
assessing specific security incidents so that it may send out
notifications. When agents are unfeasible, they can be set up
to gather events from devices.

3.2.2 Decoders

Using standard and bespoke decoders with parameters that
are compared with the log content for event detection, we
examine the target environment’s logs. The accessible col-
lection of rules that apply the different security regulations
on which the incident notifications under examination are
based route any correspondences for control.
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3.3 Intelligent use of CTI

Data from Cyber Threat Information (CTI) Sources are gath-
ered and analyzed by the Intelligent Cyber Threat Adaptation
Subsystem. Threats to the target network and information
infrastructure are recorded and compared to the data analysis
findings carried out by the supervised Information System.
The Malware Information Sharing and Threat Intelligence
Sharing Platform (MISP) regularly updates the intelligent
cybernetics aggregation mechanism using IOCs and RSS
feeds gathered from various reliable sources [74]. Each
system’s standards determine the accuracy of information.
Filtering preserves pertinent data and compares it to the
particular information infrastructure. Devices, services, item
IDs, IP addresses, geolocation data, and dependencies are
among the features. Consequently, custom knowledge is pro-
duced in STIX 2. x files, which match the fields required to
draught SIGMA rules.

3.4 Business operations and information systems
mapping

The organization’s characteristics are explained through
the mapping process, and the technological environment is
shown on the system console. The latter makes it easier
to manually record company assets, including network ser-
vices, nodes, and communications. The Dependency Mapper
program specifically implements the basic operations of
the system. A graphical data management interface on the
depmapper represents a deployment model. The ability to
export graphs to picture files (jpg, png) and for data exchange
has improved thanks to the dep mapper’s adaptation to the
mapping technique (JSON). In reality, creating image files
make it easier for users of third-party applications to share
pictures and connect with stakeholders. Creating JSON-
formatted files further enables the inclusion of graphs to the
depmapper for a later examination.

The layout model specifically shows the components,
hardware components (nodes), and connections between
them. The depmapper may also merge nodes, add tags, and
offer many independent descriptions for each node. Infor-
mation on the operation’s target, available software services,
geographical location, structural and procedural dependen-
cies, data dependencies, and risk level are all included in the
descriptions. The significance or sensitivity of the available
services and data determines the risk level. Inside the organi-
zation, user surveys are filled out to collect this data. The data
are gathered by an analyzer and entered into a depmapper,
which displays text and graphs in JSON format for use by
other subsystems.
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3.5 Visualization and user interface

The creation of diagrams, graphs, and other visual informa-
tion is related to the visualization of security data obtained
from various log sources. The data structure is organized
and categorized by the display approach. The sections of this
subsystem include user interface and data visualization. A
notice either requires immediate action or is merely infor-
mative. Categorizing the various sorts of alerts is beneficial
and permits the development of a monitoring strategy [75].
According to the level of completion of the necessary study
undertaken by managers and analysts, notifications are cate-
gorized.

An administrator can instantly change an alert’s content,
edit it later, or assign the processing of the alert to an ana-
lyst via ticket requests. As a result, the state of notifications
is fresh, ongoing, and finished. The presentation approach
also makes all of the data accessible to users. Self-healing
system operations can be approved or activated via the user
interface method. It is a fully programmable environment,
which makes it possible to gather crucial data and react to
occurrences quickly. It also enables the observation of his-
torical events and the analysis of important statistics. Mobile
devices and web browsers can access services thanks to the
interface’s support for web environments.

3.6 Self-healing policies

Self-Healing Policies are formed from the organization’s
decision-making and prioritization processes and are trans-
parently and interoperably recorded in the system database.
Threats, Policies, and Self-Healing Rules are contained in the
database [70]. The Threat panel consists of the threat id, type,
and threat group fields. A technical Command Line Inter-
face (CLI) format and a generic format, understandable by
humans, are used to store self-healing commands. Included
in the self-healing policy is entries for the CLI commands
that pertain to the central nodes. CLI instructions are appro-
priately synthesized for execution on network-end devices,
such as routers, switches, firewalls, agents, and AV software.
Preventing a danger can be accomplished by halting network
activity in a timely manner or rendering an attack-related
device unreachable.
Particularly, Self-Healing instructions offer

adjustable execution options via the system’s console:

three

1. Inform the administrator of the necessary actions to avert
a hazard or reduce the risk (recommendations).

2. Execution after administrator permission.

3. Execution automation, assuming the administrator has
selected the desired configuration.

Via control command flows, this subsystem gets data
from the OSSEC system and the organization’s business
operations and information systems mapping module. It com-
municates back and forth with the Visualization and User
Interface subsystem through data streams. The administra-
tor receives self-healing instructions, requiring authorization
to execute a task. The administrator’s selection is then sent
to the self-healing subsystem. The instruction is immedi-
ately carried out if the administrator accepts. The self-healing
command is sent to the administrator as a suggestion if the
activity is denied. Asynchronous requests and responses are
exchanged in prior communication.

When an incident is identified, the Decision Engine of the
Self-Healing Module chooses which policy should be used. If
avalue in the Threat Category column in the Policies database
matches, the procedure involves executing a command. The
Threat Group field, which is more inclusive, is checked in its
place if the Threat Type field is left blank. The Visualization
and User Interface subsystem receive the event and transmits
it, where it displays the pertinent breach alerts. The Secure
Shell (SSH) protocol is typically used to remotely apply the
Self-Healing rules to the nodes while recording the specifics
of how an alternate command was executed in a log file.

CTI2SA demonstrates comprehensive network monitor-
ing characteristics and effectively extends security concerns
resolution to different levels (systems, services). The tech-
nology integrates aid in reducing the complexity of modern
assault tactics. This is accomplished by installing specialist
security software, whose primary responsibilities satisfy the
requirement for regular checks to identify risks, update secu-
rity rules, and maintain an acceptable security posture for the
organization.

4 Use case of network traffic analyzer

To completely understand the network environment and any
potential threats, professional analytic services are required
due to the growing requirement for security incident man-
agement. When supplemented with data from the global
threat landscape, this information enables an organization
to respond to occurrences that may harm it with knowledge
and precision. A vital tool in this direction is the categoriza-
tion of network traffic, which is a practical approach to the
design, management, and surveillance of networks and the
detection of attacks or the study of cybercrime. In partic-
ular, the recognition and categorization of encrypted traffic
are considered essential processes of operational security and
shielding network applications. However, it is one of the most
severe challenges of modern computing.

In particular, encryption gives security and privacy to users
by concealing the flow of data and preventing their identity
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Table 1 Darknet network traffic details

ID Traffic Applications used
category
0 Audio-stream Vimeo and YouTube
1 Audio-stream Crypto streaming platform
Browsing Firefox and Chrome
Chat 1CQ, AIM, Skype, Facebook, and
Hangouts
Email SMTPS, POP3S and IMAPS
P2P uTorrent and Transmission (BitTorrent)

File transfer Skype, SFTP, FTPS using FileZilla and

an external service
7 File transfer Crypto transferring platform
Video-stream Vimeo and YouTube
Video-stream

10 VOIP

Crypto streaming platform

Facebook, Skype, and Hangouts voice
calls

[76, 77]. Moreover, it makes it difficult for network ana-
lysts to identify and classify critical business applications,
impedes the quick prioritization of high-priority operations
from reaching optimal performance, respectively, the rapid
increase in the use of advanced methods of encryption of web
traffic has changed the landscape of the threat since cyber-
criminals use them to secure their malicious activities.

The pertinent literature contains information on the dataset
and evaluation. The pertinent literature contains information
on the dataset and evaluation. One well-known example is
Tor (The Onion Router), which is frequently used to spread
the latest, most sophisticated generations of malware. The
dataset used in this study was called CICDarknet2020, and
it contains both darknet traffic as well as matching regu-
lar traffic from Audio-Stream, Browsing, Chat, Email, P2P,
Transfer, Video-Stream, VOIP, Files, Session, and Authen-
tication, regardless of whether Tor and VPN infrastructure
was being used [78]. Table 1 outlines the categories utilized
and the apps that use them.

In the proposed approach, the scenario is a multi-
classification problem that tris to identify and classify Tor
or VPN-encrypted traffic. The dataset has a total of 141,534
data (feature vector) samples, with 93,357 samples (classi-
fied as a non-Tor class), 1393 samples (classified as a Tor
class), 22,920 samples (classified as a VPN class), and 23,864
samples (classified as a non-VPN class). The whole dataset
splitted in two individual parts (70% training and 30% test-
ing): training set (65,390 non-Tor, 999 Tor, 15,993 VPN and
16,692 non-VPN samples) and testing set (27,967 non-Tor,
394 Tor, 6927 VPN and 7172 non-VPN samples).

The functioning of basic network protocols and the
acknowledgment mechanism for safe data submission and
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reception formed the basis of the network traffic analysis and
feature extraction methodology. In particular, lower-layer
transmission data and preprocessed network transaction data
were used. Each distinct sample has a flow-id, a class, and 80
characteristics, some of which are as follows: Several more
network traffic data include the following: source IP address,
source port, destination IP address, destination port, internet
protocol version, timestamp, duration, the total number of
packets from source to destination [78].

As a method for validating test datasets, cross-validation
is employed. A technique for determining how effectively
the results of statistical research may be applied to another
data set is cross-validation. It is a resampling technique that
analyses and trains a model using several rounds and varied
data subsets. When a user wants to judge how well a predic-
tive model will perform in the actual world and the aim is
prediction, this method is most frequently used. A model is
typically given access to two datasets in a prediction chal-
lenge: one with available data for training (training dataset)
and the other with unknown data for evaluation (or first-seen
data) (testing set). To evaluate a model’s ability to predict
data not included in its estimation, identify faults like over-
fitting or selection bias, and determine how the model will
generalize to various datasets, cross-validation is performed.

Network traffic analysis and classification is a complete
security solution that supplements and expands the capa-
bilities of log analysis tools and endpoint detection and
response solutions. Network traffic classification enables
several network security or quality of service (QoS) features
(for instance, depending on port number or protocol). It is the
ideal place to start for a more proactive security posture since
it provides immediate benefits and is often easier to adopt and
administer than other solutions. It should be made clear that
classifying network traffic allows for grouping traffic (i.e.,
packets) into traffic classes or groups depending on whether
the traffic fits specific requirements.

There are three basic approaches for classifying network
traffic: port-based, payload-based, and ML-based [41, 44].
Specifically [46, 79]:

1. Port numbers can be used to identify services that are
capable of and have been assigned to handle specific net-
work traffic. By processing the port number found on the
packet’s header, the system can classify the data and map
them to a specific service [48].

2. In the payload-based methods, the classifier is aware of
the structure of each application’s packet payload. These
methods, also known as Deep Packet Inspection (DPI),
examine the contents of packets by referring to network
application signatures in the traffic. Most payload-based
methods scan the packet’s contents to identify malicious
content signatures retrieved from dedicated databases
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and exchanged as CTI. When compared to other pro-
cedures, this yields more precise findings [34, 72]. The
DPI approaches have high computational costs, need
greater processing demand on identifying devices, and
the implementation in encrypted communication is dif-
ficult or impossible. Finally, because the contents of a
packet are viewed, are violates privacy laws and regula-
tions.

3. ML-based strategies can overcome port and payload-
based systems’ constraints [58, 79]. The ML detection
models are trained using a corpus of correctly labeled
samples (containing both normal and malicious network
traffic samples). These trained ML detection models
are then used to detect malicious network traffic. Using
ML approaches for traffic categorization decreases com-
puting costs and allows for the rapid identification of
encrypted communication.

As it is understood, the analysis and categorization of net-
work traffic are an urgent need for the security of information
systems. This analysis is usually performed through special
software applications. A serious disadvantage of these appli-
cations is related to the need to restructure messages and
entities at higher levels, with added complexity, computing
resource requirements, and the production of high rates of
false alarms. A significant development in addressing the
above disadvantages of traditional systems is the automated
ML (AutoML) solutions for real-time monitoring, analysis,
and categorization of network traffic.

The success of ML is critically dependent on the perfor-
mance of particular complex tasks by human-ML profes-
sionals. Using the appropriate data preprocessing, feature
engineering, feature extraction, and feature selection tech-
niques may be necessary for a typical ML application. To
increase the prediction performance of their model, practi-
tioners must choose an algorithm and tweak hyperparameters
after these steps. These stages may be difficult, posing signif-
icant barriers to utilizing ML. For example, the performance
of a given technique is determined by both the underlying
quality of the algorithm and the specifics of its tuning, and it
can be challenging to determine whether a particular method
is better or better adjusted. To address the problem, one idea
is to tune all ML algorithms with the same hyperparame-
ter optimization toolbox and publish the results. Similarly,
the accurate hyperparameter optimization of baselines can
be enhanced over the most recent state-of-the-art results and
newly presented methodologies. Approaches for automat-
ing the time-consuming, error-prone process of adjusting
hyperparameters to new workloads include algorithm con-
figuration and hyperparameter optimization.

By facilitating the creation of straightforward, consis-
tent interfaces to multiple ML algorithms, AutoML offers
techniques and procedures to increase ML efficiency and

accelerate research (all state-of-the-art ML algorithms).
Specifically, autoML fully automates intelligent algorithm
implementation tasks, involving every step of the individual
processes from data preprocessing to final model develop-
ment. Itis a complete solution of a high degree of automation
from end to end, offering significant advantages in produc-
ing more straightforward solutions faster creation without
the requirement of human supervision.

This work proposes the creation of an innovative A-
Architecture Network Traffic Analyzer, which, significantly
improves the mechanisms of active security of CTI2SA. The
A-architecture [80] is a data-processing architecture meant
to manage vast amounts of data by utilizing both batch and
stream processing approaches [81]. It uses batch process-
ing to offer detailed and accurate views of batch data and
real-time stream processing to provide live data views to
balance latency, throughput, and fault tolerance [82]. Specif-
ically [83-85]:

1. In the batch layer, raw data are indexed so that end users
may query and examine all past data. Because batch
indexing takes some time, a big data window is usually
momentarily inaccessible for end users to analyze.

2. The temporal window of unanalyzable data is decreased
by the real-time or speed layer, which employs stream
processing technologies to quickly index recent data
currently unavailable for querying in the batch/serving
levels. This facilitates lowering the batch/serving layers’
intrinsic latency (i.e., the time it takes to make data avail-
able for analysis).

A depiction of the A-architecture is presented in the fol-
lowing Fig. 2.

The suggested method prevents distributed systems’
common incidence of data inconsistency. In a distributed
database, data inconsistency is possible because node or net-
work failures may prevent data from being delivered to all
copies. Put another way, one copy of the data can have the
most current value while the other still has the original value.
The indexing procedure may ensure that the data in both the
batch and speed layers represent the most current state since
data in the A-Architecture are processed sequentially (rather
than in parallel with overlap, as may be the case with activi-
ties on a distributed database).

This design is built on distributed, scale-out technologies
that can be expanded by adding more nodes, but it does not
define which technologies should be used. This is feasible.
As a result, the A-Architecture may be handled apart from
the data. t the speed, batch, serving, and data source layers.

As previously mentioned, the A-Architecture is built on
distributed systems that provide fault tolerance; as a result,
in the event of a hardware failure, other nodes are avail-
able to complete the work. Furthermore, because all data are
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kept in the batch layer, any indexing errors in the serving
or speed levels may be fixed by restarting the indexing pro-
cess at the batch/serving layers and letting the speed layer
continue indexing the most recent data.

All indexes can be created from this data collection since
raw data are preserved for indexing, serving as a record sys-
tem for data that can be studied. The indexing code may be
modified and restarted to reindex all data if there are any bugs
or omissions.

The A-Architecture is also built on a data model that
includes an append-only, immutable data source that acts as
the system of record. Instead of replacing current events, it
is intended to accept and manage timestamped events tied to
them. The natural time-based ordering of the data determines
the state. It is designed to cope with immutable data sets that
increase over time, which is the nature of the security events
generated by the probes, searching through vast amounts of
data kept in large repositories for trends or unusual patterns.
For the reasons above, it is the optimal design for large-scale
cybersecurity applications [80, 86].

The A-Architecture Network Traffic Analyzer is proposed
for the first time in the literature. It is an autoML system that
optimally combines a batch engine to train the ML model
with historical data. Specifically, it is an autoML model
selection system that chooses which ML algorithm to use,
including multiple competing ML implementations for the
purpose of decision-making under uncertainty.

AutoML is a method for automating some of the more
complicated or innocuous tasks in the machine learning life-
cycle [87, 88]. This allows persons with no academic or
practical training in ML to engage in Al development. The
followings are the most notable advantages of autoML [89,
90]:
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1. Efficiency: autoML aids users in transferring data to
training algorithms and locating the optimal neural net-
work design for a particular task. Using autoML, tasks
that normally require hours may frequently be performed
in minutes. This saves data scientists a great deal of time.

2. Scalability: autoML contributes to the democratization of
ML by making machine learning techniques and technol-
ogy accessible to unskilled users. AutoML technologies
allow businesses to expand their AI implementations by
overcoming the talent gap.

3. Error Correction: Before autoML, data scientists were
required to perform tedious, manual procedures on
their data. These labor-intensive procedures frequently
resulted in a human mistake. AutoML made it possible
for data scientists to reduce or eliminate the time-
consuming, repetitive manual processes.

One of the most valuable characteristics of the method
is hyperparameter optimization. It is a tuning of choosing a
set of optimal hyperparameters for a learning algorithm [89,
91]. A hyperparameter is a parameter whose value controls
the learning process. The importance of other parameters is
learned.

Bayesian optimization is used to tune the hyperparam-
eters. A probabilistic surrogate model and an acquisition
function that chooses which point to look at next are the two
main parts of the iterative Bayesian optimization method.
The surrogate model is adjusted to all prior observations
of the target function in each cycle. The usefulness of vari-
ous prospective places is then determined by the acquisition
function by balancing exploration and exploitation using the
prediction distribution of the probabilistic model. Compar-
atively cheap and capable of being completely optimized,
assessing the acquisition function can be done instead of the
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pricey evaluation of the black box function. Although many
acquisition functions exist, the expected improvement (EI)
[92]:

E[L(%)] = E[max(f pin — ¥, 0)]

is a popular option because, assuming the model prediction
y at configuration follows A a normal distribution, it can be
calculated in closed form:

Y
N A

+0_¢(fmino_—ﬂ(x)>

where ¢(-) and ®(-) are the standard normal density and
standard normal distribution function, and f;;;, is the best
observed value so far.

A corresponding real-time ML engine uses a timely
autoML model that periodically updates the vulnerabilities
identification ability. The purpose of this system is to enable
the easy adoption of the most accurate ML model that can
analyze network traffic [48] and, at the same time, respond to
premeditated vulnerabilities which seek to deceive the sys-
tem. A graphical depiction of the A-Architecture Network
Traffic Analyzer is shown in the following Fig. 3.

In particular, the initial stage of the proposed model’s oper-
ation anticipates the extraction of the required features from
each data stream’s network traffic. These data are then saved
in the historical data storage and utilized to train the ML
model [93, 94].

A hybrid automated IP flow analysis technique was used
to collect the data, whose basic modelling concept is based
on the open-source framework Stream4Flow [95, 96]. In par-
ticular, Stream4Flow provides a comprehensive solution for
IP flow analysis; it is possible to connect to most IP flow
network detectors and integrate tools for data collecting, pro-
cessing, manipulation, storage, and display [97]. Due to the
framework’s scalability, it is appropriate for processing net-
work traffic in a wide variety of heterogeneous networks
with scalable capabilities. Its distributed structure enables
large-scale analyses that are computationally intensive. The
method gives IP flow analysis findings with a few-second
latency, which enables real-time investigation of suspicious
situations [44].

The IPFIXCol collector (https://github.com/CESNET/
ipfixcol2) serves as the implementation concept’s founda-
tion. Figure 4 depicts a general overview of its architecture.
IPFIXcolis a technology for intricately processing IP streams
from diverse sources. This adaptable flow collector enables
the translation of incoming IP stream data to JSON format

and supports all widely used network protocols. The collec-
tion core supports input, intermediate, and output plugins for
acquiring, handling, and archiving streaming data.

The network traffic analyzer was added to the framework
in question to extract the key characteristics that can define
the nature of the data included in network traffic. Specifically,
the open-source CICFlowMeter framework (https://github.
com/ahlashkari/CICFlowMeter) was integrated as a plugin
to the intermediate API.

This application uses CICFlowMeter to evaluate bidirec-
tional network traffic flow and extract statistical characteris-
tics and flow data. It outputs a predetermined list of features,
but new features, such as fine-tuning the timeout duration
of a flow, can be added on a case-by-case basis (TCP flows
are usually terminated during the connection when the FIN
packet is received, while UDP streams are completed with a
stream timeout).

The suggested design is shown in Fig. 5 when the inter-
mediate API of the original Stream4Flow architecture is
extended by the CICFlowMeter framework.

More than eighty network traffic analysis elements may
be derived from the framework’s output, which includes six
labeled columns for each flow (FlowID, SourcelP, Destina-
tionIP, SourcePort, DestinationPort, and Protocol). The flow
timeout value in CICFlowMeter can be chosen randomly
using a case-specific approach (e.g., 600 s for both TCP and
UDP).

Just autoML is used for training, and the best hyperparam-
eters from the winning algorithm are provided to the real-time
engine to control network traffic. The training procedure is
periodically repeated exactly when the data in the historical
data storage increase by 30%. After that, the winning algo-
rithm is once more submitted to the real-time engine for hot
route control. The system is retrained using cross-validation
processing and all possible ML techniques. The ten methods
with the best classification accuracy are presented in Table
1 below, which illustrates a typical use of the autoML mode
used in Network Traffic Analyzer.

Also, the Figs. 3, 4 and 5 depict the performance metrics
of the best model Light Gradient Boosting Machine. After
training the models with the AutoML method, the system
demonstrates the performance metrics that are presented in
Table 2 by Light Gradient Boosting Machine (LGBM), Ran-
dom Forest Classifier (RFC), Extra Trees Classifier (ETC),
Decision Tree Classifier (DTC), Gradient Boosting Classifier
(GBCQ), k-Neighbors Classifier (k-NC), Linear Discriminant
Analysis (LDA), Ridge Classifier (RC), Ada Boost Classifier
(ABC), Quadratic Discriminant Analysis (QDA).

Using a set of assessment measures that show how well
each model performed on the test dataset lustrates the quality
and accuracy of the compared models. It must be highlighted
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that the suggested method exclusively employs the cross- 4.

validation data-split method in all training scenarios. The
table above displays the following statistics:

1. Accuracy: The proportion of correct classification pre-
dictions made by the model.

2. AUC: The area under the receiver operating character-
istic (ROC) curve is the AUC. This scales from 0O to
1, with a more significant number indicating a higher-
quality model.

3. Recall: The percentage of rows with this label that the
model predicted correctly. Also known as the “true pos-
itive rate.”

@ Springer

Precision: The percentage of correct positive predictions
made by the model. (Positive predictions are the sum of
false positives and genuine positives.)

F1: The harmonic mean of precision and recall is used
to get the F'l-score. F'1 is a useful metric when there
is an uneven class distribution, and you want to strike a
compromise between precision and recall.

Kappa: Cohen’s kappa coefficient (k) is a metric used to
determine the inter-rater reliability of qualitative items.
It is typically a more reliable measure than simple agree-
ment estimates, as it considers the probability of the
agreement occurring by chance.

MCC: It is a measure of association between two vari-
ables used to assess categorization quality. It considers
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Table 2 Performance metrics of

the autoML method (model Model Accuracy  AUC Recall Prec F1 Kappa MCC TT (Sec)

selection process)
LGBM  0.9896 0.9997 09670  0.9896 09896  0.9796  0.9796 10.321
RFC 0.9880 0.9994 09581 09880  0.9830 09765  0.9765 22.577
ETC 0.9875 0.9992 09628  0.9875 09875  0.9755  0.9755 16.963
DTC 0.9842 0.9902 09570  0.9842 09842  0.9690  0.9690 3.620
GBC 0.9767 0.9989 09397 09768 09766 09542  0.9542  317.461
k-NC 0.9446 0.9823  0.8133  0.9433 09435  0.8899  0.8901 19.832
LDA 0.9231 0.9854 08510  0.9238 09233  0.8494  0.8495 4.570
RC 0.9203 0.0000  0.8307 09192 09195  0.8424  0.8426 0.280
ABC 0.8525 0.9675  0.7639  0.8770  0.8581  0.7204  0.7262 16.659
QDA 0.8258 0.9662  0.7558  0.8523  0.8151  0.6703  0.6871 2.617

genuine and false positives and false negatives, and it is
often a balanced metric that may be applied even when
the classes are substantially varied in size. Its interpreta-
tion is comparable to the Pearson correlation coefficient
because it is a correlation coefficient between observed
and anticipated classes, returning a number between 1
and + 1.
8. TT(sec): Time to train the model.

In addition to the metrics listed above, the AutoML tech-
nique gives three more ways to understand the classification
model: the confusion matrix, ROC curves, and learning and
validation graphs.

The confusion matrix (Fig. 5) helps determine where mis-
classifications occur (where classes become "confused" with
one another). Each row represents the actual value for a given
label, and each column contains the predicted labels gener-
ated by the model. The micro-averaged accuracy is calculated
by adding the number of true positives (TP) and true nega-
tives (TN) for each possible value in the target column and
dividing it by the number of TP and TN for each potential
value (Fig. 6).

ROC (receiver operating characteristic) curves are graphs
demonstrating the performance of a classification model’s
overall categorization thresholds. It displays the diagnos-
tic performance of a classifier system as its discriminating
threshold is altered. This curve depicts the True Positive Rate
(also known as recall) and False Positive Rate. It lowers the
threshold for categorization leading more objects to catego-
rized as positive, increasing both False Positives and True
Positives.

Figure 7 depicts the high-performance of the proposed
model. The curve is in the up-left corner, which means the
model has a perfect separability measure because it can per-
fectly distinguish between classes.

The validation and learning curves (Fig. 8) display the
validation and training scores for increasing amounts of train-
ing samples. It is a method for determining the benefits of
increasing the amount of training data and if the classifier
suffers more from a variance or bias error.

It must be noted that the hyperparameter tuning selects the
best set of hyperparameters for a machine learning algorithm
to improve its performance on a specific task. One common
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approach to hyperparameter tuning is to use learning and
validation curves.

A learning curve displays a model’s performance on train-
ing data as a function of the training data. When a model
performs well on training data but badly on test data, it may
be used to determine if it is overfitting or underfitting (per-
forming poorly on both the training and test data).

A validation curve, on the other hand, shows the perfor-
mance of a model on the validation data as a function of
a hyperparameter. It can help identify the best value of the
hyperparameter that maximizes the model’s performance on
the validation data.

Combining the information from the learning and valida-
tion curves allows us to identify the best set of hyperparame-
ters for a given model and task. Specifically, we can identify
the hyperparameters that lead to the best performance on the
validation data while avoiding overfitting or underfitting.

To tune hyperparameters using learning and validation
curves, we first train the model with different sets of hyper-
parameters and plot the learning and validation curves for
each set. Then, we compare the curves and identify the set of
hyperparameters that lead to the best validation performance
without overfitting. This set of hyperparameters can then be
used to train the final model for deployment.

While it is true that many existing Deep Learning solutions
[98—101] can handle data complexity, the proposed contribu-
tion of the Network Traffic Analyzer may outperform them
due to several reasons, such as:

1. Hybrid architecture: The proposed system uses a hybrid
architecture that combines batch and stream processing
to handle large amounts of data. This architecture allows
for real-time processing of data, which is essential in
detecting and mitigating cyber-attacks in industrial envi-
ronments.

2. Auto model selection: The core module of the Network
Traffic Analyzer uses an auto model selection system
to choose the best-performing Machine Learning model
among competitors. This feature ensures that the system
always uses the best possible model, which can lead to
better performance and accuracy.

3. Integration with other cybersecurity tools: The proposed
system can be integrated with other cybersecurity tools,
making it a comprehensive solution for detecting and
mitigating cyber-attacks in industrial environments. This
integration can lead to better overall performance and
more effective protection against cyber threats.

4. Tailored for the specific use case: The proposed sys-
tem is tailored for the specific use case of detecting and
mitigating cyber-attacks in industrial environments. This
specificity allows the system to optimize its performance
and accuracy for this use case, leading to better results
than a more generalized solution.

Also, it must be noted that the proposed architecture was
proposed for the specific use case, considering the nature
of the data, the computational resources available, and the
desired performance metrics [102—-106]. To explain why this
architecture is the optimal solution for the industrial environ-
ment, one can provide several justifications, including:

1. Scalability: The Lambda architecture used in the pro-
posed system is scalable and can handle large amounts
of data, making it suitable for industrial environments
with a high volume of data to process.

2. Real-time processing: The combination of batch and
stream processing in the Lambda architecture allows for
real-time processing of data, which is crucial in industrial
environments where timely decision-making is critical.

3. Auto model selection: The auto model selection system
used in the core module of the Network Traffic Ana-
lyzer ensures that the best-performing Machine Learning
model is chosen, optimizing the system’s performance
for the specific use case.

4. Integration: The proposed architecture can be integrated
with other cybersecurity tools, making it a comprehen-
sive solution for detecting and mitigating cyber-attacks
in industrial environments.

These features make it an optimal solution for the specific
use case described in the paper.

5 Conclusions

This study presents a novel architectural standardization for
the intelligent management and mitigation of sophisticated
cyber threats. Specifically, it presents an innovative net-
work traffic analyzer, a core module of the CTI2SA of the
Cyber-pi project, that improves active industrial cybersecu-
rity methods and significantly overcomes existing processes.
CTI2SA is a fully interoperable and intelligent system that
exploits cyber knowledge provided daily by cyber threat
managers worldwide. This offers a high level of security
for the supervised information infrastructure of an organi-
zation. Its architecture is built on standards that can sustain
secure communication with dependable information sources
and get regular updates on new and existing dangers. The
upgrades above are initially prioritized and tailored to fit the
information architecture of the supported organization. The
operating systems of information systems are then aligned,
and the automation rules are put into operation by imple-
menting quick action alerts to the system administrators. It is
an effective real-time technique for monitoring and promptly
identifying occurrences, dramatically improving an organi-
zation’s operational cyber security.

@ Springer



1526

A. Papanikolaou et al.

Based on the A-Architecture, the proposed network traf-
fic analyzer combines batch and stream processing to handle
huge volumes of data while balancing latency, throughput,
and fault tolerance. The core module of this analyzer employs
aunique auto model selection approach that selects the high-
est performing ML model among competitors. The goal is
to continually upgrade the vulnerability detection capabili-
ties of the whole system. This cutting-edge research idea has
never been proposed before in the literature, and we believe
it has the potential to significantly advance the state of the art
in machine learning-based industrial cybersecurity. Unfortu-
nately, as far as we are aware, there is no comparable project
against which we may compare this one. To minimize preju-
dice or false impressions, we describe the performance of the
suggested model without comparing it to any other technique
based on a comparative architectural framework. On the other
hand, the practical contribution of this unique methodology
relies on constructing an automated model selection system
that chooses which machine learning algorithm to employ,
including optimization of the suitable hyperparameters. As a
result, an even more efficient, accurate, and updatable cyber
defense procedure is produced in a simple and resilient man-
ner without the need for cybersecurity and machine learning
(ML) expert human supervision.

The proposed technique can be extended to cover a
wider scientific area without reducing the main points cur-
rently described by adopting one or more of the following
approaches:

1. Generalization: The proposed technique can be general-
ized to cover a wider scientific area by identifying the
fundamental principles and concepts applicable across
different domains. For instance, the concept of using
batch and stream processing to manage large amounts
of data can be applied to various fields, such as finance,
healthcare, and e-commerce.

2. Adaptation: The proposed technique can cover a wider
scientific area by modifying some specific features to
suit the new domain’s requirements. For example, the
auto model selection system can be adapted to work with
different machine learning algorithms commonly used in
a particular field.

3. Integration: The proposed technique can be integrated
with existing systems and tools to cover a wider sci-
entific area. For instance, the Network Traffic Analyzer
can be integrated with other cybersecurity tools, such
as firewalls and intrusion detection systems, to provide
a comprehensive solution for detecting and mitigating
cyber-attacks.

4. Collaboration: The proposed technique can be extended
to cover a wider scientific area by collaborating with
experts from different domains. This approach can help
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identify the specific requirements and challenges in dif-
ferent fields and develop customized solutions that meet
the specific needs of each domain.

The proposed approach to the Network Traffic Analyzer
has certain limitations, including:

1. Limited evaluation: The proposed system’s performance
was evaluated using a single dataset, and there may be
variations in performance when applied to other datasets.
Therefore, further evaluation is necessary to determine
the system’s generalizability to other datasets.

2. Limited scope: The proposed system is tailored for the
specific use case of detecting and mitigating cyber-
attacks in industrial environments, and its applicability to
other domains may be limited. Therefore, the proposed
system’s generalizability to other domains requires fur-
ther investigation.

3. Computational resources: The proposed system requires
significant computational resources to handle large
amounts of data. The system’s performance may be
limited by the availability of computational resources,
particularly in smaller organizations or those with lim-
ited IT infrastructure.

4. Cost: The proposed system may have a higher cost than
other existing cybersecurity solutions, which may limit
its adoption by some organizations, particularly smaller
ones with limited budgets.

5. Real-world implementation: The proposed system has
not been implemented in a real-world industrial environ-
ment, and its performance in such an environment may
differ from that observed in the evaluation.

Finding ways to compare logs and security policies to
hasten their convergence is initially the most important chal-
lenge for the development of the suggested system. It would
also be a significant enhancement if CTI2SA were enhanced
with more advanced anomaly detection algorithms that con-
sider most of the organization’s operational characteristics,
such as job scheduling, local events, technical advancements
or system adaptations. It is also important to look at the sys-
tem’s structure in the context of data transformation methods
so that intelligent processes may determine the best ways to
represent various kinds of structured and unstructured data
to make it easier for self-healing rules to be applied. Last
but not least, the CTI2SA’s future growth must prioritize
using interpretation models. These models may define indi-
vidual predictions using methods like Shapley values and can
explain the decision-making process, including the impor-
tance of characteristics and the accumulation of local effects.
The goal of model interpretation is to translate the working
processes of models into the human-understandable language
to investigate adversarial assaults and defenses.
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